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EXTRUST: Reducing Exploit Stockpiles With
a Privacy-Preserving Depletion System

for Inter-State Relationships
Thomas Reinhold , Philipp Kuehn , Daniel Günther , Thomas Schneider , and Christian Reuter

Abstract—Cyberspace is a fragile construct threatened by mali-
cious cyber operations of different actors, with vulnerabilities in
IT hardware and software forming the basis for such activities,
thus also posing a threat to global IT security. Advancements
in the field of artificial intelligence accelerate this development,
either with artificial intelligence enabled cyber weapons, auto-
mated cyber defense measures, or artificial intelligence-based
threat and vulnerability detection. Especially state actors, with
their long-term strategic security interests, often stockpile such
knowledge of vulnerabilities and exploits to enable their military
or intelligence service cyberspace operations. While treaties and
regulations to limit these developments and to enhance global
IT security by disclosing vulnerabilities are currently being dis-
cussed on the international level, these efforts are hindered by
state concerns about the disclosure of unique knowledge and
about giving up tactical advantages. This leads to a situation
where multiple states are likely to stockpile at least some identi-
cal exploits, with technical measures to enable a depletion process
for these stockpiles that preserve state secrecy interests and con-
sider the special constraints of interacting states as well as the
requirements within such environments being non-existent. This
paper proposes such a privacy-preserving approach that allows
multiple state parties to privately compare their stock of vulner-
abilities and exploits to check for items that occur in multiple
stockpiles without revealing them so that their disclosure can be
considered. We call our system EXTRUST and show that it is
scalable and can withstand several attack scenarios. Beyond the
intergovernmental setting, EXTRUST can also be used for other
zero-trust use cases, such as bug-bounty programs.

Index Terms—Exploit, vulnerability, arms control, cyberspace,
blockchain, multi-party computation.
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I. INTRODUCTION

THE THREAT of malicious cyber activities is omnipresent
and state actors are becoming an increasingly important

part of this development [1], [2], either due to the progressing
militarization of cyberspace [3], [4] or due to cyber espionage
operations [5], [6]. At the same time, advancements in the
field of artificial intelligence (AI) are being used to auto-
mate cyber defence measures [7], to develop AI enabled cyber
weapons [8], or to detect and predict software threats and vul-
nerabilities [9], [10]. In particular, knowledge of vulnerabilities
is an integral part in most of these cyber operations to breach
foreign IT-protection measures, and intelligence services and
military forces stockpile such critical information without dis-
closing it for rectification [11], [12]. However, any serious
and capable exploit withheld by a state for its own pur-
poses becomes a potential threat for everyone, including the
state itself, its economy, and civil society [13] as the exploit
EternalBlue exemplified in 2017 [14], [15].

One way out of this dilemma is a so-called vulnerabil-
ity equity process (VEP) [16], an institutionalized measure
to regularly assess the criticality of stockpiled exploits and
vulnerabilities to (re)consider their disclosure that could take
place under the leadership of extra-national entities, such as
the United Nations (UN) [17]. A major obstacle for such an
approach is the reluctance of participating parties to disclose
sensitive information about their own capabilities, which is
generally seen as giving up tactical advantages, effectively
resulting in an international arms race for offensive cyber
capabilities [18]. Historically, such situations have been coun-
tered by efforts to reach mutual agreements between states on
arms control and reduction measures, i.e., treaty-based agree-
ments to limit the risks of proliferation of weapon-enabled
technology, to prevent its use with potentially disastrous con-
sequences, or to reduce the risks of conflict arising by mistake
or technological failures [19].

With regard to the depicted development in cyberspace,
early political approaches to mitigate these threats have
been proposed by the UN [20], the OSCE [21], and other
organizations. But although first important steps towards an
effective cyber arms control, like the exchange of threat
information [22], [23], have been established, they are not
suitable for limiting or reverting the aforementioned interna-
tional cyber arms race of vulnerability stockpiling. So far, no
proposal focuses on this specific challenge and the particular

2637-6415 c© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: ULB Darmstadt. Downloaded on June 15,2023 at 13:00:49 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0003-4281-7628
https://orcid.org/0000-0002-1739-876X
https://orcid.org/0000-0002-3615-0583
https://orcid.org/0000-0001-8090-1316
https://orcid.org/0000-0003-1920-038X


REINHOLD et al.: ExTRUST: REDUCING EXPLOIT STOCKPILES WITH A PRIVACY-PRESERVING DEPLETION SYSTEM 159

constraints of state actors, with their requirements of confiden-
tiality, their potential mutual mistrust, and individual security
concerns [24].

In this paper, we propose a technical solution called
EXTRUST based on a multi-party computation approach that
allows multiple actors to compare vulnerability stockpiles for
matching entries while preserving their confidentiality. This
includes an approach for the unique machine-readable identi-
fication of exploits that allows them to be checked for matches.
Our solution is designed for a zero-trust environment and does
not rely on any preconditions of trust in advance or assump-
tions of good nature. This contributes to the development of
measures for an international agreement to deplete vulnera-
bilities while circumventing the problems and impediments of
intergovernmental cooperation.

Beside this contribution, this paper further aims to pro-
vide an example of how politics is – sometimes – in need of
technical solutions, in this case even for challenges regarding
international security. As computer scientists and engineers
are the experts on the domain of cyberspace, shaping it by
developing software or even defining its constraints and rules
themselves, we would like to encourage taking the respon-
sibility that this entails seriously and support the peaceful
development of this globally shared domain.

The paper is structured as follows: Subsequent to this
introduction, Section II presents related work and elabo-
rates the research gap. Section III analyzes the require-
ments of EXTRUST both on a conceptual and IT secu-
rity level. Section IV discusses how vulnerabilities can be
uniquely described in a machine-readable form that allows
their comparison. Section V presents a Blockchain-based pro-
totype approach that exemplifies the intended system and
its requirements and discusses the challenges for a appli-
cable EXTRUST implementation. Section VI presents our
contribution of a privacy-preserving exploit depletion system
for zero-trust relationships using multi-party computation.
Section VII discusses the approach and evaluates it against
the requirements. It also presents different application sce-
narios beyond state actors. Section VIII concludes this paper
and provides directions for future work. In order to maintain
readability, the technical details can be found in the Annex.

II. RELATED WORK

Since our paper covers and combines different computer
science topics, this section summarizes the existing work
on malware identification Section II-A, vulnerability mit-
igation Section II-B, and promising cryptographic proto-
cols Section II-C. Based on these descriptions, the research
gap is described Section II-D, which is closed by our
approach.

A. Vulnerability Terminology and Malware
Identification Methods

An important prerequisite for comparing exploits – as the
core of a depletion system – is the ability to create determinis-
tic vulnerability descriptions. Early attempts were based on the
creation of so-called malware signatures [25], which function
like a fingerprint. Current malware detection approaches use

a different approach that is either based on the entire binary
code of the malware, i.e., the exploit and payload [26], the
compromised storage to create signatures [27] or even artifi-
cial intelligence measures to automatically generate descrip-
tions via a Common Vulnerability Scoring System (CVSS)
prediction [28]. Beside the actual detection of malware, other
research area focuses on the description and identification of
exploited vulnerabilities. The popular nvd provides a semi-
structured database of known vulnerabilities [29], however,
Dong et al. [30] showed that the nvd entries are inconsis-
tent compared to other vulnerability databases. Compared to
the cve, the nvd entries differ in their announced project
names or versions. Alternative approaches were introduced
by Sadique et al. [31] with the Structured Threat Information
eXpression (STIX) and the Vocabulary for Event Recording
and Incident Sharing Framework (VERIS) [32] that can be
used to describe, share, and publish threat information. Both
definitions, STIX and VERIS, offer a syntax for different
types of threats, including malware, exploits, and vulnerabili-
ties. Some entry fields in nvd, STIX, and VERIS may contain
unstructured information that undermines unique descriptions.
Martin et al. [33] propose the cwe, a dictionary of weakness
classes that can be used to classify vulnerabilities, an approach
we use in 4 to identify vulnerabilities.

B. Vulnerability Mitigation & External Depletion Measures

Vulnerability research and mitigation methods have been a
topic in IT security for several decades [34], [35], [36], [37].
One measure are so-called bug-bounty programs [38] like, e.g.,
HackerOne [39], which aim to attract IT security practition-
ers to penetrate advertised systems and services and report
loopholes in software or services. Other programs are run by
Mozilla, Facebook, and Microsoft [40], [41], [42] or Project
Zero [43] by Google, which focuses on the search for zero-
day vulnerabilities. These programs, which we further refer to
as external depletion measures, aim to identify vulnerabilities
in popular IT products to disclose them to the producers and
get them fixed as a depletion measure.

In contrast, internal depletion measures focus on an actor’s
secret exploit stockpile of already known, but not yet disclosed
vulnerability information. Such measures have not yet been
proposed before for the given application context of interstate
cooperation and international security.

Practical approaches at this international, intergovernmental
level have so far been limited to transparency and confidence-
building, rather than arms control and the non-proliferation or
disarmament of malicious cyber tools [19].

C. Cryptographic Protocols

Our EXTRUST system is related to well-studied
cryptographic protocols like multi-party computation
(cf. Section II-C1), private set intersection (cf. Section II-C2),
and trusted hardware (cf. Section II-C3). These approaches
are further elaborated in the following.

1) Multi-Party Computation (MPC): The first approaches
to multi-party computation (MPC) of functions represented as
a Boolean circuit were proposed by Yao [44] for N = 2 par-
ties with constant round complexity, and by Goldreich, Micali,
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and Wigderson (GMW) [45] for any number of parties N
with round complexity linear in the depth of the Boolean cir-
cuit. Beaver, Micali, and Rogaway (BMR) [46] extended Yao’s
protocol to the multi-party case while maintaining the linear
round complexity. Based on this initial work, many research
projects followed, showing the practical feasibility of MPC for
many privacy-preserving applications, such as auctions [47],
set intersection [48], and machine learning [49]. Kamara et al.
presented an outsourcing technique [50], which allows N
parties to outsource the MPC protocol to n � N parties.

2) Private Set Intersection (PSI): Private Set Intersection
(PSI) has been proposed to identify malware (cf. Section II-A)
in a single client and server environment [51]. A recent
survey and performance comparison of different PSI proto-
cols by Pinkas et al. [48] demonstrates that the approach
proposed by Pinkas et al. [52] is currently the fastest
PSI protocol which can handle malicious security. In our
proposed application context, we have multiple parties,
hence we are mainly interested in multi-party PSI. Multi-
party PSI protocols with passive security are applied by
Kolesnikov et al. [53] and Inbar et al. [54]. A scalable,
maliciously-secure multi-party PSI protocol is presented by
Hazay and Venkitasubramaniam [55]. Huang et al. [56] use
a general MPC framework to privately compute the set
intersection between two parties.

3) Trusted Execution Environment (TEE): Another promis-
ing approach for a privacy-preserving exploit depletion system
is to securely isolate the execution into a trusted execu-
tion environment (TEE) [57], that allows untrusted data to
be computed in a secure environment that is isolated from
all other executions running on the same machine, where it
is protected against manipulation and disclosure. TEEs are
omnipresent in all Intel processors from the 6th generation
upwards as Intel Software Guard Extension (SGX). Although
many works use Intel SGX for efficient secure multi-party
computation [58], [59], [60], [61], [62], TEEs are not suitable
for applications when states are involved, since this would
require that state actors trust the hardware-producing countries
not to manipulate the TEEs, e.g., by including backdoors.

D. Research Gap

Above all, practical measures are a mandatory aspect
of potential arms control and disarmament treaties, as his-
tory and insights into former weaponized technologies have
shown [63]. Existing IT methods such as Multi-PSI [55]
(cf. Section II-C2) and secure hardware [62] (cf. Section II-C3)
have not been applied to exploit depletion, especially regarding
the demands and particular constraints of an interstate zero-
trust environment. Such a protocol for pairwise PSI among N
parties, as required for a privacy-preserving exploit deple-
tion system, is currently not available. Thus, our approach
EXTRUST proposes a Boolean circuit that implements the
desired functionality via MPC (cf. Section VI).

III. REQUIREMENTS ANALYSIS

In this section, the requirements of EXTRUST are ana-
lyzed as a system for reducing exploit stockpiles, resulting

from the chosen context of interstate relations. This list is
divided into conceptual requirements derived from the spe-
cific constraints of the context of arms control, as well as the
IT security requirements in combination with the selection of
the adversary model.

A. Conceptual Requirements

As mentioned above, this paper focuses on cases in which
two or more parties stockpile vulnerabilities and exploits.
This reflects the character of arms control treaties, whose
“practical” part of active mutual control or (limited) coop-
eration measures are always based on bi- or multilateral
agreements [64] between a small group of states. Based on
a rational choice consideration [65], our approach builds upon
the following two premises, that we consider to be reflected
by states that stockpile vulnerabilities [66], as they resemble
the considerations behind a vulnerability equity process [16].
Firstly, we consider states to be aware, that withholding a vul-
nerability poses a potential threat to their own IT systems.
Secondly, we consider that a vulnerability which is known
to more than one state is more likely to be considered a
candidate for disclosure, because its intended effect is prob-
ably ineffective or at least uncertain and because disclosing
the vulnerability results in publicly available security patches
that support the state’s own IT security and also renders the
vulnerability worthless for everyone else.

On the other hand, all vulnerabilities are high-value assets
for the stockpiling party. Given the context of state interaction,
each party will try to avoid revealing any information that can
lead to the loss of tactical advantages, while trying to extend
these advantages by gaining information about the other par-
ties. In addition, arms control measures are established in times
of political tensions to avoid the outbreak of armed conflict.
Based on these assumptions, we consider that EXTRUST has
to operate in a zero-trust environment in which parties have to
be incentivized to cooperate, while at the same time assum-
ing that other parties are either extremely reluctant to disclose
information, attempt to gain information for their own interest,
or are otherwise dishonest regarding their cooperation and
activities.

With these considerations in mind, EXTRUST aims to
require as little cooperation as possible due to this zero-trust
environment. This means that each party discloses only the
absolutely necessary amount of information, thereby retain-
ing all specific information about capacities and capabilities.
Additionally, each party should be able to perform its own
check for intersections at any time without relying on further
cooperation, dedicated data exchange, or any form of super-
ordinate institution. Furthermore, information already provided
should not be allowed to be altered, deleted, or corrupted.

In light of this context, the necessary measure needs to fulfil
the following conceptual requirements (RC):
RC1 The measure has to enable parties to add information

about vulnerabilities and exploits.
RC2 Intersection checks have to be able to be performed by

either party at any time without having to obtain the con-
sent of the other parties involved. A match is considered
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as such if at least two different participating parties have
submitted identical information about vulnerabilities or
exploits.

RC3 The system has to send feedback when it detects an
intersection match.

RC4 Although real-time computability is not strictly neces-
sary for processes that are usually politically slow, such
as arms control measures, the system needs to be scal-
able with respect to the number of parties so that parties
can join or leave at any time. While previous arms con-
trol treaties are usually established in a small circle of
state actors that participate in mutual control measures,
indicating there could be up to N = 5 participating par-
ties in a real-world arms control scenario, this should
not be the upper bound of our system.

RC5 The system should be operated decentralized and not
require a specific neutral authority to operate or maintain
the system.

B. Adversary Model

The two most common adversary models are semi-honest
(passive) and malicious (active) adversaries [67]. While semi-
honest adversaries follow the underlying rules and procedures
(in technical terms the so-called protocol) and try to extract
as much information as possible from the transcript, mali-
cious adversaries may arbitrarily deviate from the agreed
rules. Given the zero-trust environment in the context of
EXTRUST, we consider an active or malicious attacker as
adversary model. Although technical security measures that
protect against semi-honest adversaries are more efficient than
those against malicious adversaries, we must consider state
actors that might maliciously manipulate arms control com-
putations and outcomes. Additionally, we assume a dishonest
majority, i.e., up to N −1 parties may be malicious. The moti-
vational scenario of EXTRUST is a highly security critical one
in which top secret information may be exchanged. Hence, it
should withstand several passive attacks, like eavesdropping,
and also be shielded against active attacks, such as flooding
or brute-force attacks. We have therefore chosen the model of
the stronger adversary in contrast to the passive, semi-honest
adversary. This decision also covers the application context of
the zero-trust relationship between the actors involved.

C. Technical and Security Requirements

In addition to the conceptual requirements, the approach
must meet additional security expectations to provide an appli-
cable and secure measure of exploit depletion in a zero-trust
environment. The requirements reflect the need for confiden-
tiality and are important to motivate stakeholders to participate.
These technical and security requirements (RS) are:
RS1 The system must ensure the confidentiality of vulnera-

bility or exploit information against any party.
RS2 Submitted data should not be able to be withdrawn,

modified, or corrupted by any party.
RS3 The system needs to prevent false positive intersection

results.

Listing 1. Vulnerability Identifier for CVE-2020-28877.

In the following, after discussing the identification of vul-
nerabilities as a necessary prerequisite of our system, we
present a prototype solution for EXTRUST that addresses
these requirements and illustrates its inherent challenges.
Afterwards, we present our contribution of a MPC-based
EXTRUST.

IV. IDENTIFIER OF VULNERABILITIES

In this section, we propose a unique, machine-readable iden-
tification method for vulnerabilities to be able to match them.
The mathematical description of the required properties and
the associated challenges can be found in the Annex and are
referenced here.

A. Machine-Readable Vulnerability Identifier

At its core, EXTRUST privately matches vulnerabili-
ties or exploits of different parties. This requires using a
vulnerability description method that results in the same
machine-readable descriptions for the same vulnerability.1 An
established approach to describe and thus identify vulnera-
bilities is provided by vulnerability databases like the nvd.
The nvd’s entries, for example, contain information used for
identification. Their semi-structured format, however, makes
it practically impossible for individuals to independently cre-
ate the same identifier for a vulnerability. Therefore, we use
the approach of Kuehn et al. [68] to achieve uniqueness,
i.e., we adjust the nvd’s entry information by removing any
free-form pairs and pairs that provide no information about
the vulnerability itself (e.g., the CVE-ID), align the struc-
tured information with the vulnerability descriptions, and add
information about the vulnerable function, extracted from the
vulnerability description.

The remaining fields are cwe and cpe with the addition of
the vulnerable function, which are structured and algorithmi-
cally comparable. The CWE [69] defines hierarchical layers of
vulnerability weakness classes, while the CPE [70] provides a
machine-readable way to describe platforms. If a vulnerability
affects multiple platforms, we use separate vulnerabilities for
each affected platform. The resulting vulnerability identifier is
depicted in Listing 1 (for CVE-2020-28877).

B. Analysis

Using a simple object notation for the vulnerability identi-
fier offers flexibility and extensibility, and by adding cpe and
cwe as well as the vulnerable function as core elements, iden-
tifiers can be specific enough to create matching values when

1See the Annex section “Required properties for a machine-readable
vulnerability identifier”.
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different actors describe and submit the same vulnerability or
exploit. This is essential to identify matching vulnerabilities.

The main limitation of the vulnerability identifier’s defini-
tion is based on a trade-off between the properties accuracy
and ambiguity. Currently, it is still possible to describe two
different vulnerabilities with the same identifier, or to use two
different identifiers for the same vulnerability.2 This leads to
false positives (two different vulnerabilities are mapped to one
identifier) or false negatives (the same vulnerability is mapped
to two different identifiers), respectively, depending on the
level of detail implemented into the identifier. However, there
are possibilities to adjust the identifier definition accordingly.
Increasing the amount of information captured by the iden-
tifier makes the identifier more specific but introduces more
ambiguity, i.e., false negatives. Parameters to be added are the
cvss parameter information (e.g., impact information) or the
vulnerable path (i.e., the filename in which the vulnerability
resides) [68]. Another way to adjust the identifier is the cwe’s
hierarchy depth. cwe classes are hierarchically ordered and
thus offer generalization or specification. Including relations
of the used cwe class increases the specificity of the identi-
fier and could help to circumvent cases where identifiers use
different cwe subclasses of the same top level class. At this
point, we want to stress that in the presented scenario (cyber
arms control) false positives must be avoided, while false neg-
atives are tolerable. If false positives are a common problem
in such a system, it would drastically lose acceptance among
states that are still interested in stockpiling vulnerabilities.

The size of the proposed identifier space is restricted by the
number of cwe classes, the size of the cpe directory, and the
possible function names, which serve as secret information.
Individually, these spaces can be approximated in their size.
For the space of possible function names FN, we assume a
clean coding style, i.e., function names are descriptive and use
at most three English words with any kind of connector (e.g.,
camel case or underscores), which results in ≈ 281 identifiers.3

As argued, the presented approach is sufficient to describe
vulnerabilities uniquely. It serves our needs with a trade-off in
detail that avoids both different vulnerabilities being described
by the same identifier as well as the same vulnerability being
described with different identifiers. Based on the current lim-
itation of the identifier space, brute-force attacks remain a
problem and efforts should be made to increase the identifier
space. As an alternative to the proposed definition of identi-
fiers, our system EXTRUST can work with any other scheme
that is concise, structured, and unambiguous.

V. EXTRUST USING BLOCKCHAIN

To illustrate the challenges involved in implementing a
privacy-preserving exploit depletion system, we have chosen
a simple, straightforward prototype based on a Blockchain
implementation, referred to hereafter as BC-based EXTRUST.
Although this approach entails security flaws from a theoret-
ical perspective, we want to use this prototype to illustrate,

2See the Annex section “Ambiguous vulnerability identifier”.
3See the Annex section “Approximation of the vulnerability identifier

space”.

test, and analyze possible solutions regarding the require-
ments and the proposed depletion process, as an introduction
for our multi-party computation-based approach presented in
Section VI. This section presents the architecture and proof-of-
concept implementation of this prototype and concludes with
a discussion of the requirements met as well as the identified
constraints.

A. System Architecture and Procedure

In terms of conceptual requirements, BC-based
EXTRUST should run in a distributed setting with no
central trusted authority, with a complete, secured, and
tamper-resistant history of all submitted information and
should allow asynchronous intersection checks that can be
performed by each participating party independently.

We have developed a prototype based on a private
Blockchain technology [71], [72] that provides all of these
features. A private Blockchain is a distributed chain of
blocks containing transactions, where each block references its
previous block via hard-to-calculate mathematical challenges
and cryptographic hashes to reference the block. This provides
a tamper-proof history of all submissions, as any modifica-
tion would invalidate the adjacent entries. The data storage
part of a Blockchain, the so-called ledger, is replicated to
all participants and automatically synced between them. In
private networks, access to it is walled by an access con-
trol manager (ACM). The interfaces for interaction with the
ledger are called smart contracts. With regard to the system
architecture, the ledger provides the storage space, the smart
contract is responsible for the submission and comparison
mechanism, and the ACM controls the access as well as the
different layers of interaction permissions via roles and asso-
ciated authorizations. To maintain the confidentiality of the
submitted vulnerability identifiers, we secured the information
using cryptographic hash functions [73].

The overall procedure begins with the setup of the
Blockchain instance (nodes) by each participating party and
their interconnection to build an evenly distributed network. To
submit a vulnerability, the vulnerability identification method
we propose in Section VI is used to create an identifier
for the specific vulnerability, which is then cryptographically
secured using a hash function and finally stored in BC-based
EXTRUST. Afterwards, any participating party can perform a
transaction, which checks for intersections between all hashes
stored in the ledger and logs the output on the ledger. This way,
a history of all actions performed is ensured, which is accessi-
ble to any involved party, including intersections. Nevertheless,
parties that do not know the plaintext vulnerability identi-
fier cannot obtain any information other than the fact that an
intersection occurred.

B. Implementation

To focus on developing a proof-of-concept implementa-
tion of BC-based EXTRUST, we decided to utilize a private
Blockchain framework [74] as it provides all relevant tools
for the interaction of the actors with the system, the data
structures for storing information, and all necessary data oper-
ations for reading, writing, and verifying information within
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Fig. 1. System architecture for BC-based EXTRUST. ri and wi denote readers and writers of actor i.

the stored data. We have selected the Hyperledger Fabric [75]
Blockchain framework because it is open source, actively
maintained and well documented, and provides the rapid
prototyping environment Hyperledger Composer [76] with a
boilerplate implementation for each part of the Blockchain
network.

With regard to the permissions of participants using BC-
based EXTRUST, we envision two roles: Readers, who can
read the entire ledger and perform the transaction that checks
for matching items; and writers, who can only submit items
(see Fig. 1). This restriction is only necessary due to the use
of our chosen framework,4 otherwise, a party’s submission
may be intercepted and copied by other parties. The theoreti-
cal concept does not require this separation, because no party
would be able to access other parties’ information.

The items which are submitted and stored into the ledger
are the vulnerability identifiers, as described in (Section IV).
As the plain vulnerability identifier must never be inserted into
the Blockchain network to prevent its exposure to all parties
involved, it is obscured before being submitted. We generate
a cryptographic hash of a normalized JSON representation of
the vulnerability identifier via SHA3-512 [77], following the
NIST’s policy on hash functions [78]. This provides a 256-bit
security level.

To interact with BC-based EXTRUST, the prototype
system provides two transactions: The simple submission
of hashed vulnerability identifiers and the transaction that
checks the stored hashes within the ledger and trig-
gers an event along with references to matching items,
checkIntersections.5

We want to stress that this prototype implementation does
not yet take performance into account, as this is no core
requirement of EXTRUSTand its proposed arms control
application.

C. Discussion of BC-Based ExTRUST

As indicated earlier, the development of IT measures is a novel
approach in the field of technical tools for cyber arms control
that has to balance conflicting objectives to a certain extent. For
arms control, the aspect of minimum requirements for coopera-
tion between the parties is essential, as it establishes the lowest

4As framework, we chose Hyperledger Composer.
5See the Annex section “The checkIntersections transaction of BC-based

EXTRUST”.

possible barrier for participation. This is crucial for situations
such as the intended one, in which trust cannot be assumed as
a given motivation for cooperation. In previous treaties, this
often meant a certain degree of pragmatism regarding the accep-
tance of “gray areas” and the possibility of non-compliance.
The opposite objective is the requirement of technically secure
solutions, as this too provides important incentives for partici-
pation. This in turn is likely to result in protocol specifications
creating operational conditions that potential participants are
not prepared to accept.

Considering the requirements, the Blockchain approach
provides a manipulation-proof and distributed storage of all
submitted information. Calculations are distributed and per-
formed independently, thereby mitigating the need for a trusted
third party to maintain the shared information, as well as any
other form of cooperation beyond the actual submission. The
system can include additional parties without adjustments or
significant impact on the performance of the system, beyond
the network capacity necessary to synchronize the stored
information [79]. In addition, the processing of submissions is
not time-critical, which is considered a bottleneck for massive,
high-traffic Blockchain applications [80], [81]. By securing
vulnerability identifiers, the confidentiality of the information
is – at least theoretically – maintained both in submission and
in intersection detection.

On the other hand, the Blockchain-based prototype has
serious IT security issues, both for active attackers (like non-
participating state parties that try to break the system to
gain advantages and reveal secret information) and fraudu-
lent, semi-honest state participants that try to gain information
which goes beyond the agreed exchange. Notably, the
information contained in the distribution of the ledger is vul-
nerable to brute-force attacks by testing hashes, as foreign
countries could generate possible vulnerability descriptions
and test them against their local ledger. The PSI literature has
demonstrated that private elements cannot be hidden by sim-
ple hashing [82], [83]. The probability of creating an existing
hash is based on the size of the identifier space and influenced
by the number of its properties and values. As the identi-
fier space of BC-based EXTRUST is very small (28 bit, cf.
Section IV-B) brute-force attacks are very efficient and can
be successfully exploited. In addition, the brute-force attack is
completely local since states have a local copy of the whole
ledger. Consequently, states would not even notice if a brute-
force attack was exploited to find all ledger vulnerabilities.

Authorized licensed use limited to: ULB Darmstadt. Downloaded on June 15,2023 at 13:00:49 UTC from IEEE Xplore.  Restrictions apply. 



164 IEEE TRANSACTIONS ON TECHNOLOGY AND SOCIETY, VOL. 4, NO. 2, JUNE 2023

Fig. 2. MPC setting with four participating parties p1, . . . , p4.

The brute-force attack can be slowed down (but not pre-
vented) by using a difficult to parallelize hash function such
as Argon2 [84]. Extending the identifier space for the vulnera-
bility by more complex identifier descriptions is not an option
either, as this increases the probability of describing the same
vulnerability differently.

The Blockchain also faces other attack scenarios, such as
the so-called 51% attack, which allows attackers to manipulate
the ledger [85]. Attackers could also use more subtle ways to
create intersections to test foreign submissions by creating fic-
tional vulnerabilities for rare software systems based on clever
and informed guesses. This could also be used for targeted
vulnerability suppression if a participating party creates and
submits specific vulnerabilities, intentionally wrongfully sig-
nalling its possession to force the vulnerability to be disclosed.
In addition, a dishonest state party could clone and resubmit
hashes under its own flag, which would also cause BC-based
EXTRUST to false signal to the original submitter that this
particular vulnerability can be eliminated. However, such a
cheat gives the attacker only a slight advantage, as they do
not know what the cloned vulnerability information contains,
and are likely to attract attention if performed regularly. A final
IT security issue concerns passive adversaries that gain access
to the ledger, as well as the complete disclosure of the ledger
to non-involved third parties. Besides the brute-force attack,
the attacker will be able to learn which hashes belong to which
party via timing correlations, detecting the amount of different
participating actors as well as the amount of submitted hashed
items stored by each actor.

The BC-based EXTRUST prototype has shown that it pro-
vides the conceptual requirements that arise from the arms
control context. Regarding the attack scenarios described, it is
important to emphasize that for this application, any attempt to
attack or misuse the system is contrary to the principles of the
confidence-building aspect of such a mutual measure and its
political signal of de-escalation. It is further expected that all
parties comply with the defined rules to at least achieve a posi-
tive outcome for their own national security. Nevertheless, this
expectation needs to rest upon a secure protocol that inherently
prevents fraud and guarantees the promised confidentiality.

The following section presents the approach of MPC-based
EXTRUST, an arms control measure that provides this level
of security.

VI. EXTRUST USING MULTI-PARTY COMPUTATION

This section presents our approach for an MPC-based
EXTRUSTto develop an exploit depletion system under
the conditions of an untrusted environment that fulfils the

discussed conceptual and security requirements (Section III),
while avoiding the security problems that our prototype
revealed (Section V). This approach is based on an interactive
Multi-Party Computation (MPC) protocol as grounds for our
MPC-based EXTRUST architecture. In the following, we
present the concept and design of MPC-based EXTRUST
technical details can be found in the Annex in section
“PSI-variant Boolean circuit for multiple parties”.

Secure MPC [67], [86] enables N parties to securely com-
pute a commonly agreed public function f on their respective
secret inputs x1, . . . , xN without revealing anything other than
the result of the calculated function f (x1, . . . , xN). MPC
guarantees that each of the N parties will not learn any
information (e.g., input from the other parties or intermediate
results of the computation) other than what a party would
learn in the ideal world with a trusted third party. In the ideal
world, all parties send their inputs x1, . . . , xN secretly to a
trusted third party, which then locally computes the function
f (x1, . . . , xN) and broadcasts the result to the N parties. In the
proposed context of arms control, even if such a trusted third
party existed (e.g., in the UN framework), it would probably
not be accepted by all state actors or, at the very least, would
raise the barrier to participation in the proposed measure (see
Section III-A).

In MPC, the function f that shall be computed is represented
as a Boolean circuit. A Boolean circuit is a logical function
whose operations are so-called Boolean gates. A Boolean gate
takes a set of Boolean inputs (i.e., either 0 or 1) and computes
one Boolean output. We represent our MPC-based EXTRUST
functionality as a Boolean circuit as efficient cryptographic
protocols exist that can securely evaluate Boolean circuits.
A Boolean circuit consists of inputs, outputs, and Boolean
gates that have two inputs and one output in the Boolean set
{0, 1}. The input of a gate can either be one of the inputs of
the Boolean circuit or an output of a previous gate. In MPC,
Boolean circuits usually only consist of AND and XOR gates, as
any functionality can be realized using these two gate types.
A two-input AND gate outputs ‘1’ if both of its inputs are
set to ‘1’, while a two-input XOR gate outputs ‘1’ if exactly
one (but not both) of its inputs is set to ‘1’. For the actual
algorithm that processes the submitted information and checks
for collisions – the so-called protocol – we use the BMR
protocol [46] and refer to Braun et al. [87] for a detailed proto-
col description. We further use a well-established outsourcing
technique [50] to distribute the information processing for a
group of N parties to n � N parties. This setting for our MPC
approach is shown in Fig. 2. In summary, a subset of n from N
(state) parties interactively run an MPC protocol on a Boolean
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circuit, which computes the functionality of EXTRUST. This
setting allows us to evaluate the functionality of EXTRUST
in a privacy-preserving manner, while reducing the number of
active parties that are fully involved in the computation ensures
the scalability of MPC-based EXTRUST.

The protocol requires that the parties have sorted their inputs
locally before they are fed into the MPC protocol. To verify
this, we use the Boolean circuit and open intermediate val-
ues so that the parties can abort the protocol execution if a
malicious party has not sorted its inputs correctly. When open-
ing these values, the remaining intermediate values before and
after the opening process must be protected to allow further
secure computation with them. Many efficient maliciously-
secure MPC protocols provide this property, known as reactive
MPC, e.g., [88], [89], [90], [91], [92]. Apart from checking
correctly sorted sets, we use reactive MPC to maintain the
state of the secretly shared inputs after the end of a protocol
run, so that submitted vulnerabilities do not need to be secretly
shared again in the next iteration.

This MPC approach allows us to develop a privacy-
preserving exploit depletion system that fulfils the require-
ments of the arms control context (Section III).

A. System Architecture

Our complete MPC-based EXTRUST architecture works
as follows (see Fig. 2): N parties try to find intersections of
their own identified vulnerabilities between themselves and
at least one other actor. These N actors securely evaluate a
Boolean circuit (cf. Section II-C1), consisting of AND and
XOR gates,6 that takes as input the known vulnerabilities and
exploits of the actors, which are represented as hash values
(cf. Section IV), compares them to find intersections, and
finally outputs all intersections found to the respective par-
ties. This circuit, however, is not constant over the lifetime
of MPC-based EXTRUST as it depends on the number of
parties N (states can be added/removed) and inputs u (vulner-
abilities can be added). The participating parties perform an
initial MPC protocol prior to the actual execution to determine
the maximum number of vulnerabilities among all parties,
which then determines the number of inputs for the Boolean
circuit that is evaluated by the MPC protocol. Now that every
party knows the number of inputs to the Boolean circuit, each
party in the fixed subset n of the N parties locally compiles
the Boolean circuit that is inserted into the MPC protocol, i.e.,
no further interaction is required by the parties to agree on
the Boolean circuit. Malicious-secure MPC protocols ensure
that parties, who compiled a fake Boolean circuit that does
not compute the agreed functionality, are identified by the
other parties. Regarding the already submitted vulnerabili-
ties, a party cannot revoke or modify submitted information
because they remain in the input list of the N actors. The par-
ties can opt in and out by sending a notification message to
the N servers. Only the inputs of the participating parties that
are logged in are taken into account for the computation.

1) Complexity and optimization of the Boolean Circuit:
For N parties, state-of-the-art MPC protocols require sending

6See the illustrating figure for regarding the section “PSI-variant Boolean
circuit for multiple parties” in the Annex.

and receiving O(N) messages for each AND gate in the
Boolean circuit [46], while XOR gates can be computed locally
without any interaction between the parties [93]. Consequently,
we optimize the number of AND gates in our Boolean circuit
that is evaluated via MPC. In order to prevent the concrete
set sizes of the individual parties from being leaked, we spec-
ify an upper limit u that determines how many inputs a party
feeds into the circuit. If a party has fewer than u inputs, it fills
the missing inputs with random dummy values, which will
not represent any vulnerability and thus will not occur in any
intersection as the probability that two parties independently
choose the same random dummy values is negligible. On a
high level, every party inputs two unique keys – k0 and k1
– for each of its vulnerabilities into the Boolean circuit. The
Boolean circuit outputs k1 if this vulnerability is part of an
intersection or k0 if only the respective party knows this vul-
nerability. Although the resulting keys are leaked to all parties,
only the party who input the keys learns any information about
the intersecting identifiers of their vulnerability.

2) Using Private Set Intersection to Calculate Collisions:
To calculate the intersection of different stockpiles, we use
the Private Set Intersection (PSI) protocol. PSI allows two
parties to securely compute the intersection of their private
sets without leaking any information about set elements that
are not part of the intersection to the other participating party.

Multi-party PSI [55] extends the PSI functionality to more
than two parties, i.e., the parties jointly compute the over-
all intersection of all their input sets without leaking any
information of set elements that are not included in the
intersection. Unfortunately, multi-party PSI only outputs the
set intersection of all input sets. However, in our exploit deple-
tion system we search for intersections between at least two
sets. A possible solution to this is to implement two-party
PSI protocols between each pair of parties. However, this
would require a quadratic number of protocol runs in the
number of parties. Even more critically, this approach would
reveal which other party has a common vulnerability. Instead,
we use a generic MPC-based approach for our MPC-based
EXTRUST application that is based on Huang et al.’s [56]
Boolean circuit for two-party PSI which we extended into a
multiple parties variant.

3) Instantiation: There are many MPC frameworks based
on secret sharing and/or garbled circuits, e.g., [94], [95], [96],
[97], [98], [99], [100], [101]. Table I lists and compares several
MPC frameworks with malicious security.

Since untrusted actors deal with highly sensitive information,
we need security against malicious parties actively manipulating
the computation to either learn more information or prevent
other parties from receiving the correct output.

Current MPC frameworks that meet these requirements are
MP-SPDZ [94] and SCALE-MAMBA [95]. We recommend
the use of MP-SPDZ, which implements, among other pro-
tocols, the constant-round BMR protocol [46], which has
benefits over the multi-round protocols of SCALE-MAMBA
in high-latency networks. BMR is secure against malicious
parties and a dishonest majority (i.e., up to N−1 parties can be
corrupted). If the number of computing servers is fixed to N =
3 one can use ABY3 [100], Sharemind [99], ASTRA [98],
or BLAZE [97]; if the number is fixed to N = 4 parties,
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TABLE I
COMPARISON OF MPC FRAMEWORKS THAT ARE SECURE AGAINST

MALICIOUS ADVERSARIES, COMPUTE ON BOOLEAN

CIRCUITS AND ALLOW UP TO t CORRUPTIONS

TABLE II
RUNTIME IN MINUTES OF MPC-BASED EXTRUST FOR VARIOUS

NUMBERS OF MAXIMUM VULNERABILITIES AND STATES

TABLE III
COMPARISON OF WHICH CONCEPTUAL RC1 - RC5 AND SECURITY

REQUIREMENTS RS1 - RS3 ARE FULFILLED BY BC-BASED

EXTRUSTAND MPC-BASED EXTRUST

Trident [96] can be utilized. The MOTION framework [87]
allows MPC among any number of parties N, however, it does
not fulfil the full-threshold requirement of t = N − 1. Table I
shows an overview of the mentioned MPC frameworks.

B. Feasibility of MPC-Based ExTRUST Implementation

MPC-based EXTRUST completely relies on the security
properties of the underlying multi-party computation (MPC)
framework. While most MPC frameworks are implemented
for academia usage, Bosch developed Carbyne Stack an open-
source cloud stack for scalable MPC applications [102] that
is also suited for real-world usage. As the name suggests,
the long-term plan is to make this MPC framework scalable
for many participating parties. As this entire project is open-
source, a group of states can use their implementation as basis
MPC-based EXTRUST.

C. Evaluation of the Scalability of MPC-Based ExTRUST

In this section, we estimate the feasibility and scalability of
our MPC-based EXTRUST. Since we know the complexity of
our Boolean circuit, we can estimate the scalability of MPC-
based EXTRUST.

In a realistic setting of our proposed application context
of arms control, we have the following parameters for our
benchmarks in 2: number of parties / states N ∈ {2, 5, 10, 15},
maximum number of inputs u ∈ {500, 1000, 1500}, and length

of vulnerability identifier hashes σ = 256 bit. With these
parameters, the size of our Boolean circuit is ≈ 4.8·107 ANDs.

To estimate the runtime of our system, we generate a ran-
dom circuit with the same number of AND gates and two
XOR gates per AND gate. Since XOR gates can be evaluated
in the BMR protocol without any communication [93], it is
less important to determine the exact number of XOR gates,
as communication is the bottleneck of MPC.

For malicious MPC with a dishonest majority, as required
by our adversary model presented in Section III-B, we use the
constant-round BMR protocol [46] using the MASCOT proto-
col [103] to compute the garbled tables as implemented in the
MP-SPDZ framework [94]. To conduct our experiments, we
use five servers, each equipped with an Intel Core i9 proces-
sor with 2.8 GHz and 128 GB DDR4-RAM. The round-trip
network latency in our simulated WAN setting is about 100 ms
and the bandwidth 90 Mbit/sec. We take the average runtime
of three executions.

The execution time of our circuit is about 31 minutes. This is
an acceptable runtime for governmental actors, as the protocol
is run daily or weekly. However, the size of the Boolean circuit
and the cost of computing each AND gate are quadratic in the
number of servers N. Therefore, our scheme will not scale for
a large number of parties N � 10.

We can improve the scalability for these scenarios by out-
sourcing the computation to n � N non-colluding servers [50].
Here, the N parties distribute their input to the n servers, which
together run the MPC protocol and distribute the result. An
advantage of this method is that all N � n parties may be mali-
cious as long as they can trust that the n servers are not colluding.
This improves the cost of computing an AND gate to O(n2).

VII. DISCUSSION

This section will discuss our approach. As the main contribu-
tion of this paper is the MPC-based EXTRUST, the BC-based
EXTRUST prototype is not covered here, as it was discussed
in Section V-B. In the following, we will analyze our MPC-
based EXTRUST regarding the conceptual requirements RC1
- RC5 (Section VII-A) and the security requirements RS1 -
RS3 (Section VII-B) necessary to create incentives for states
to participate. This section also reviews the scenarios in which
EXTRUST can be of use, followed by an outlook on possible
future applications (Section VII-C). An overview of which
conceptual and security requirements are fulfilled by MPC-
based EXTRUST and BC-based EXTRUST, respectively, is
provided in Table III. The bracketed checkmarks in the table
highlight requirements, that are only fulfilled if we can exclude
the 51% attack against Blockchains.

A. Conceptual Requirements

The MPC-based EXTRUST architecture allows partici-
pating parties to input information about their known vul-
nerabilities and exploits without openly revealing sensitive
information to other parties (RC1). The output of the com-
putation is the matching vulnerabilities and exploits between
the parties (RC3). Since the output is computed interac-
tively between the parties, MPC-based EXTRUST is entirely
decentralized and does not require a trusted third party (RC5).
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The solution is theoretically scalable to N = 10 parties
(RC4). However, the more parties are involved in the proto-
col, the more inputs and data have to be exchanged between
these parties, i.e., the approach has a complexity O(N2), but
usually N ≈ 10 (cf. Section III-A). However, as explained
in RC4, real time computability is not a critical requirement
and longer computation times are no problem for such highly
politically organized processes like arms control, which often
require days or weeks for the full formal process and the
involvement of all necessary stakeholders. In Section VI-C, we
propose to outsource [50] the computation to n � N parties,
which improves the performance of MPC-based EXTRUST.
Considering the context of arms control, such a scenario is
only applicable and likely if the outsourced computation is
performed by neutral institutions that are not involved in
the arms control measure itself, since in this way none of
the parties involved need to trust that the other participants
will not share information outside the protocol. Such del-
egation is not uncommon for arms control measures. An
example is the Joint Comprehensive Plan of Action (JCPOA),
a multilateral treaty known as the Iran nuclear deal [104]
between Iran, China, France, Russia, the United Kingdom, and
Germany. The International Atomic Energy Agency (IAEA)
manages and organizes all aspects of this treaty via inde-
pendent bureaus, entrusted laboratories, UN working groups,
and neutral experts for investigation field trips. Regardless,
for practical arms control measures as our proposed depletion
system, the amount of involved parties usually does not exceed
a single-digit number and is often established between a small
group of states.

Unfortunately, requirement RC2 is not met because
intersection checks now require interaction, as the participat-
ing parties are required to exchange data. However, exactly
this property of EXTRUST is the key to avoid local brute-
force attacks, to which BC-based EXTRUST is vulnerable
(cf. Section V). Although, in the context of arms control,
the minimum threshold for cooperation to which states must
commit provides an incentive to join the measure, this require-
ment is not mandatory to practically operate EXTRUST. As
a privacy-preserving arms control measure is more critical
than the desire to independently check for intersections, we
consider this a weak limitation that does not undermine the
practical value of our approach, especially when considering
that EXTRUST fulfils all other conceptual requirements.

B. Security Requirements

MPC-based EXTRUST fulfils all three security require-
ments presented in Section III-C. A notable advantage of
MPC-based protocols is that the participating parties can
only derive information from their own inputs and the out-
puts received, i.e., the parties do not learn more information
in the MPC-based EXTRUST than in EXTRUST with a
trusted third party that receives the inputs from all par-
ties and outputs the intersections. This means that no more
information is revealed in the protocol transcript than an
adversary would learn in the ideal world. In contrast to BC-
based EXTRUST from Section V, local attacks (e.g., brute-
forcing specific hash values) are not possible in MPC-based

EXTRUST. In addition, an adversary is not able to copy vul-
nerabilities or exploits from other parties to output an invalid
intersection because the inputs are inaccessible to the other
parties. Thus, requirement RS1 is completely fulfilled.

Once the inputs are submitted in the MPC protocol, the
parties are not able to withdraw or modify them (RS2). A
situation in which all state actors jointly manipulate the pro-
tocol will never happen, since they could otherwise share their
vulnerabilities in plain anyway.

False positive intersection (RS3) results are possible with
a negligible probability. A false positive is possible if two
different vulnerabilities are mapped to the same hash value.
Since we use a collision-resistant hash function, the probability
of other collision scenarios is negligible. In addition, a false
positive may occur if two parties independently choose the
same key identifiers. Due to the usage of 256 bit key identifiers
and a robust random generator, the probability of this situation
is negligible as well.

Above all, the security and confidentiality of the assets to
be shared are key incentives for establishing an arms con-
trol measure. As MPC-based EXTRUST fulfils all security
requirements, it is suitable for a real world application without
discouraging states from using it.

C. Further Application Scenarios

Beside the proposed context, EXTRUST can also be useful
in other application scenarios, some of which will be discussed
in the following.

At present, our approach concentrates exclusively on state
actors as addressees. However, organizations or individuals
might also be interested in using such a system. As explained
in Section II-B, bug-bounty programs and vulnerability
research projects have similar goals: to reduce the spread of
vulnerabilities to secure systems. Here, using the aggregated
information from the external stockpile depletion measures
and integrating it into EXTRUST can increase the speed of
detection of matching rediscoveries in stockpiles. This can be
achieved by using writers for selected public services or other
institutions that intend to contribute to cybersecurity, which
feed their hashed vulnerability identifiers into EXTRUST. In
such a setting, the hashing of information is as important as
in EXTRUST‘s motivational scenario to prevent the mate-
rial from being disseminated for malicious cyber operations.
The use of EXTRUST in a purely corporate environment is
probably not possible, as organizations like Zerodium [105]
are primarily looking for exploits to sell. A similar bug-
bounty related approach could focus on examining discovered,
potential zero day vulnerabilities against other submitted
but not yet publicly disclosed vulnerabilities. The history of
submissions would allow submitting actors to claim their first-
submitted-reward later on, once the information is disclosed. In
this way, the first finder could be paid out without the hackers
having to reveal their discovery in advance.

VIII. CONCLUSION AND FUTURE WORK

Given the continuous developments in the field of cyberse-
curity and especially the expected advantages of using artificial
intelligence measures to detect, mitigate or even defend against
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cyber threats, the exclusive knowledge of vulnerabilities is an
essential component for state actors to stay ahead of competi-
tors. Under the assumption, that this undermines national as
well as international cybersecurity, our paper focused on the
depletion of vulnerabilities and exploits that are being stock-
piled by state actors. While the disclosure of vulnerabilities
at the national level through regulatory processes is becoming
more and more of an issue, cooperation on disclosure at the
bilateral or multilateral level is still lacking. We discussed that
an important obstacle to such measures is the comprehensible
restraint of states to give up their accumulated intelligence
information in order to compare stockpiles and unnecessarily
reveal unique exploits or other secret assets.

To develop a technical measure in such a zero-trust scenario,
we identified structural as well as IT security requirements
for the detection of intersections in different exploit stock-
piles. Based on these, we discussed and designed (i) a
novel identification scheme for vulnerabilities and exploits and
an (ii) external, privacy-preserving exploit depletion system
named EXTRUST.

We have identified the requirements for this depletion
system for zero-trust relationships and shown that the techni-
cal security requirements could hamper the political incentives
for states to cooperate. We have illustrated this challenge
by developing a prototype for a depletion system based on
a Blockchain. The presented MPC-based EXTRUST system
handles this dualism by focusing on the IT security of
a depletion system while fulfilling most of the conceptual
requirements. It stores the detected intersections, while the
submitted vulnerabilities are protected by the MPC protocol
and thus remain hidden from all involved actors. However,
one limitation of this approach is that it is vulnerable to
secret agreements by multiple actors, as they could add vul-
nerabilities and remove them from the intersection – an edge
case that is not an option in the proposed arms control con-
text. We also argued that MPC-based EXTRUST is currently
not able to fulfil all conceptual requirements, as participat-
ing states need to explicitly cooperate and share obfuscated
information, which could be a disadvantage regarding its
implementation. Nevertheless, we have shown that the strength
of the MPC protocol lies in the fact that an adversary can-
not obtain more information from the joint computation than
if a trusted third party were to compute the intersections.
The EXTRUST system uses a novel exploit identifier and
discussed how this identifier could be improved in different
scenarios to address the trade-off between the uniqueness and
ambiguity of the properties. We believe that this provides
a secure measure which fulfils the state’s need for secrecy
and yet at the same time can contribute to the reduction of
vulnerability stockpiles to foster the public IT security through
the disclosure of vulnerabilities. We discussed further appli-
cation scenarios beyond the specific context of cyber arms
control with different parties comparing their vulnerability
stockpiles. We demonstrated that such an approach could be
facilitated for external depletion measures such as bug-bounty
programs. Such measures could potentially be extended so that
even private actors could contribute to the internal exploit
stockpile depletion process by adding external information
about the depletion into EXTRUST.

As discussed, further evaluation and study of our concept
is recommended, in particular in terms of the definition of
the identifier. We discussed that a current limitation of the
identifier is the necessity to find a sweet spot in the accu-
racy regarding the description of a security vulnerability that
prevents duplicate descriptions of the same identifier while
avoiding an unnecessary and potentially problematic general-
ization. Future work should analyze the relationship between
the uniqueness and ambiguity of the characteristics of the iden-
tifier, the size of the identifier space, and – on a practical
level – whether security experts independently create match-
ing identifiers for the same vulnerability. Further work should
focus on the possibility, the role and the security requirements
of a trusted third party like the UN to calculate stockpile
intersections, to circumvent the current necessity of cooper-
ation between potentially opposing state actors. In addition,
it would be interesting to implement EXTRUST as an actual
measure between state parties to monitor its real world usage,
its perception of the systems security and usability by the
participating states as well its impact on their vulnerability
disclosure considerations.

Due to the high political relevance of our proposal, we
hope that this approach can be an inspiration to computer
science and engineering to reflect on the ethical responsibility
for the domain of cyberspace and its peaceful development
and that future interdisciplinary work in this area will bring
together researchers from privacy, IT security, and peace and
conflict research.

ANNEX

The Annex is made available in a separate electronic file
that will be an addendum to the main article.
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