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ABSTRACT

Private Information Retrieval (PIR) allows a client to request entries from a public database held by $k$ servers without revealing any information about the requested data to the servers. PIR is classified into two classes: (i) Multi-server PIR protocols where the request is split among $k \geq 2$ non-colluding servers, and (ii) Single-server PIR protocols where exactly $k = 1$ server holds the database while the query is protected via certain computational hardness assumptions.

Devet & Goldberg (PETS ’14) showed that both can be combined into one recursive PIR protocol in order to improve the communication complexity. Their hybrid PIR protocol is instantiated with the multi-server PIR protocol of Goldberg (S&P’07) and the single-server PIR protocol by Melchar & Gaborit (WEWoRC’07), resulting in online request runtime speedups and guaranteeing at least partial privacy if the multi-server PIR servers do in fact collude.

In this work we show that the hybrid PIR protocol by Devet & Goldberg still has practical relevance by designing a hybrid approach using the state-of-the-art multi-server protocol CIP-PIR (Günther et al., ePrint ’21/823) and the single-server protocol SealPIR (Angel et al., S&P ’18). Our novel hybrid PIR protocol massively improves the linear communication complexity of CIP-PIR and obtains the strong property of client-independent preprocessing, which allows batch-preprocessing among multiple clients without the clients being involved. We implement and benchmark our protocol and get speedups of $\approx 4.36\times$ over the original implementation of Devet & Goldberg (8 GiB DB), speedups of $\approx 26.08\times$ (8 GiB DB) over CIP-PIR, and speedups of $\approx 11.16\times$ over SealPIR (1 GiB DB).

1 INTRODUCTION

Private Information Retrieval (PIR) [4] allows requesting a database element $DB[i_0]$ from a database $DB$ consisting of $n$ elements held by $k$ servers without leaking $i_0$ or $DB[i_0]$ to the server(s). Multi-server PIR [5, 10, 11] provide this guarantee by splitting the client’s request among $k \geq 2$ servers from which a subset of $t \leq k$ servers are assumed to be non-colluding. In contrast, single-server PIR protocols [2, 15] instead rely on cryptographic hardness assumptions, e.g., by utilizing homomorphic encryption. However, single-server PIR protocols are comparatively very inefficient as expensive cryptographic operations over the complete database are necessary, while the multi-server PIR protocols just need to compute very cheap operations (e.g., XOR) and thus are more efficient.

In hybrid PIR as proposed by Devet & Goldberg [7], both approaches are combined in a recursive protocol, where the multi-server PIR part selects a subset of the database on which single-server PIR is performed. This solution improves the linear communication complexity of the multi-server PIR part, limits the computational overhead of the single-server PIR protocol, and provides partial privacy in case of server collusion as only a subset of possible requested database elements is leaked. Especially in large-scale applications, where a single-server solution has too much computational overhead, and users may not trust the servers not to collude, a hybrid protocol can be a useful compromise. Since Devet & Goldberg [7] designed and evaluated their hybrid PIR protocol in 2014, more efficient PIR protocols have been published.

The multi-server protocol CIP-PIR [11] moves the majority of the server’s online computation into a client-independent offline phase that can be efficiently batch-processed. The single-server protocol SealPIR [2] allows querying the database with a number of ciphertexts constant in the number of database elements, reducing the communication required.

PIR applications. Prominent PIR applications include patent database look-ups [3], anonymous messaging [6], private inquiries into browser blocklists [14], and Certificate Transparency databases [13]. Recently, PIR was used in the context of Privacy-Preserving Epidemiological Modelling (PEM) [12] as an effective measure against the COVID-19 pandemic. This framework allows performing distributed epidemiological simulations in a privacy-friendly way, using real world data collected by mobile tracking applications.

Contributions. In this work, we show that Devet & Goldberg’s [7] hybrid PIR protocol from 2014 still has practical relevance by instantiating this hybrid protocol with the multi-server PIR protocol.
CIP-PIR [11] and the single-server PIR protocol SealPIR [2]. We implement the protocol resulting in Rust and measure its performance for very large databases, especially with small element sizes, and compare it to Devet & Goldberg’s original implementation, as well as pure CIP-PIR and SealPIR.

2 PIR PROTOCOLS

CIP-PIR [11]. CIP-PIR by Günther et al. [11] is a multi-server PIR scheme that involves $k$ servers from which $2 \leq t \leq k$ are assumed to be non-colluding. It is the first PIR protocol that can perform a preprocessing phase completely independent of the client and thus reduces the server’s online computation time by factor $k - 1/k$ over the traditional multi-server schemes [5, 6] building up on Chor et al.’s PIR [4] and PIR based on distributed point functions [9, 13].

The core idea of Chor et al.’s PIR [4] works as follows: Let us assume the client aims to retrieve the data block $i_0$ from a database $DB$ of $n$ blocks. Then, the client generates an $n$ bit zero string $q$ with a '1' at position $i_0$. The client generates $k - 1$ random $n$-bit strings $q_1, \ldots, q_{k-1}$ and computes the so-called flip query $q_0 = q \oplus \sum_{i=1}^{k-1} q_i$ and sends $q_i$ to server $i$. The servers then compute the answer of the query as $a_i = \sum_{j=1}^{n} q_i[j] \cdot DB[j]$ and finally, the client computes $DB[i_0] = \sum_{i=1}^{n} a_i$.

RAID-PIR by Demmler et al. [5, 6] improves over Chor et al.’s PIR [4] by splitting the database into $k$ chunks and the flip query, which cancels out all unwanted bits from the random queries, is spread among all $k$ servers s.t. each server holds the flip query part of exactly one chunk. In addition, the random parts of the queries are derived from a seed via a pseudorandom generator PRG. Consequently, the client then only needs to send to each server the flip chunk query and a $k$ bit seed, where $k$ is the security parameter.

CIP-PIR [11] goes one step further and lets the servers choose the seeds in order to precompute the random parts of the query in an offline phase. Since there is no information from the client needed, the servers can precompute $k - 1/k$ of the answer and even can do this for many clients in parallel, which allows for massive parallelization, e.g., on a GPU, and batch processing.

Günther et al. [11] showed that CIP-PIR outperforms all state-of-the-art PIR implementations for databases up to 16 TB including PIR based on distributed point functions [9, 13], which are well-known for their logarithmic communication complexity, while CIP-PIR has linear communication complexity. However, it turned out that the online computation time is the bottleneck of multi-server PIR, which CIP-PIR massively improves.

SealPIR [2] The base for SealPIR is the single-server PIR protocol XPIR by Aguilar-Melchor et al. [1], which uses lattice-based homomorphic encryption. SealPIR by Angel et al. [2] improves over XPIR by focussing on compressing the query to reduce network costs.

At its core, SealPIR – like XPIR – is a traditional single-server PIR protocol relying on additively homomorphic encryption, where the query consists of an encrypted ‘1’ for the desired element and an encrypted ‘0’ for every other one. The server multiplies each query element with the corresponding database element and sums the results together. The client then simply decrypts the result to obtain the desired element. Since a full query consisting of a ciphertext for every database element is very large, SealPIR introduces a feature called query expansion. In the FV cryptosystem [8] employed by SealPIR, both plain and ciphertexts are polynomials of degree N. Query expansion allows indexing $N$ elements with a single ciphertext. To index more elements, SealPIR arranges the database as a $d$-dimensional hypercube, and uses $d$ ciphertexts per query to index $N^d$ elements.

3 OUR HYBRID PROTOCOL

Devet & Goldberg [7] proposed a hybrid PIR protocol that combines multi-server PIR with single-server PIR in order to reduce the communication complexity of PIR protocols. Their framework is very modular and can be instantiated with any multi-server and single-server PIR scheme. The database $DB$ is split into multiple sub-databases from which the sub-database, in which the client’s requested element $DB[i_0]$ is included, is retrieved via multi-server PIR. Then, the servers use a single-server PIR protocol to retrieve the concrete queried element from the sub-database.

The original protocol uses Goldberg’s [10] multi-server PIR protocol and the single-server PIR protocol by Melchar & Gaborit [15]. In our hybrid protocol, we instantiate the Devet & Goldberg approach with the multi-server protocol CIP-PIR [11] and the single-server protocol SealPIR [2]. The SealPIR protocol uses very efficient query compression techniques which massively reduces the communication costs of single-server PIR.

As described in section 2, CIP-PIR ist the first multi-server PIR protocol that moves a majority of the online work to an offline phase that is completely independent of the client. We can apply this novel trick for our hybrid PIR as well and get a new PIR protocol in the Client-Independent Preprocessing PIR model introduced by Günther et al. [11].

We implement our hybrid protocol in Rust1, reimplement CIP-PIR to facilitate its integration into our hybrid protocol2, and use the existing Rust bindings for SealPIR.3

4 EVALUATION

Experimental Setting. We perform a variety of benchmarks to compare our new hybrid PIR protocol with Devet & Goldberg’s original implementation [7], as well as pure CIP-PIR [11] and SealPIR [2]. These benchmarks were performed on Core i9-7960X CPUs, with 128 GiB of RAM, and a simulated 100 Mbit/s connection.

We measure the total online runtime – the time between a client starting the request and finishing decoding the response – for a variety of database sizes and shapes, with $k = 2$ servers. All benchmarks are averages over 50 iterations.

Online runtime for different numbers of database elements. Figure 1a shows the total online runtime for increasing numbers of small ($\approx 32$ bit) elements. While our new hybrid PIR protocol performs the worst for very small numbers of elements due to the overhead of a recursive protocol and the constant SealPIR query size, it outperforms Devet & Goldberg’s original construction for $n \geq 2^{10}$ elements, and all other tested protocols for $n \geq 2^{16}$.

1 https://encrypto.de/code/HybridPIR
2 https://encrypto.de/code/CIP-PIR-Rust
3 https://github.com/pwng-project/sealpir-rust
At \( n = 2^{28} \) elements, our hybrid construction achieves speedups of \( \approx 11.16x \) over SealPIR, \( \approx 5.68x \) over CIP-PIR, and \( \approx 2.82x \) over Devet & Goldberg’s hybrid protocol. While our hybrid PIR construction needs to XOR the same amount of data as pure CIP-PIR, the larger CIP-PIR blocks of our hybrid construction make up for the additional SealPIR overhead with smaller queries and better vectorization.

Figure 1b shows the total online runtime for larger (\( s = 2^{13} \) bit) elements. SealPIR benchmarks could not be completed for \( n > 2^{14} \) due to memory limitations. While our new hybrid construction outperforms the original one for \( n \geq 2^{20} \), it fails to outperform CIP-PIR for any of the benchmark values of \( n \). Benchmarks for more elements could not be completed due to memory limitations. Further, we see that our Rust implementation of CIP-PIR performs almost equally as well as the C++ implementation by Günther et al. [11].

Online runtime for different database shapes and block sizes. Figure 1c shows the total online runtime for differently shaped databases of size 8 GiB. Benchmarks for SealPIR could not be performed for a database of this size. Unlike the hybrid protocols, CIP-PIR is highly sensitive to the shape of the database. Our hybrid construction achieves a speedup of \( \approx 26.08x \) over CIP-PIR for 32-bit elements, and a speedup of \( \approx 4.36x \) over the original hybrid PIR construction for 128 bit elements. The performance of CIP-PIR is optimized for element sizes super-linear in the database size as the communication complexity is minimized. We see the same behaviour in our benchmarks and conclude that our hybrid PIR outperforms CIP-PIR for databases consisting of small entries, while CIP-PIR performs better for applications with large database entries like compromised credential checking [11]. The larger CIP-PIR blocks of our hybrid construction allow us to take advantage of the best CIP-PIR performance despite smaller database elements.
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